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Objective

Learning set: description of each item by a list of attribute values,
and assigned class.

Find a model describing the links between attributes and classes.

Find class assignments for new items based on their attributes.
Should be interpretable by the users.

I. Bloch Symbolic AI 2 / 25



Example (Tan, Steinbach, Karpatne, Kumar, Minnesota University)
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Definition

Tree-like graph.

Vertices: pick an attribute and ask a question.

Edges: answers to the question.

Leaves: actual output or class label.

Principle:

Decision trees classify the examples by sorting them from the root to
some leaf node.

Each node in the tree acts as a test case for some attribute, and each
edge descending from that node corresponds to one of the possible
answers to the test case.

Recursive process, for each sub-tree.
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Tree construction (induction step)

Many algorithms! with several problems to be solved:

Splitting of the training set (binary vs multi-way).

Test conditions: depend on the types of the attributes (nominal,
ordinal, continuous, binary).

Stopping criterion (depth of the tree): balance between precise
classification and generalization capabilities.
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ID3 algorithm (Quinlan)

Top-down, greedy approach.

Select the best attribute A.

Assign A as the decision attribute (test case) for the NODE.

For each value of A, create a new descendant of the NODE.

Sort the training examples to the appropriate descendant node leaf.

If examples are perfectly classified, then STOP else iterate over the
new leaf nodes.

How to choose the best attribute? ⇒ notion of information gain (measure
that expresses how well an attribute splits that data into groups based on
classification).
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Split based on node “purity”

Pure node: all associated items belong to the same class.

Nodes with purer class distribution are preferred.

Usual measures:

Gini index: for a node t, GINI (t) = 1−
∑

j p(j | t)2 where p(j | t) is
the relative frequency of class j at node t.
GINI (t) = 0 if all items belong to a same class.
Should be minimized.
Entropy: −

∑
i p(j | t) log p(j | t).

Classification error: 1−maxj p(j | t).

Best split:

Compute purity before (P) and after (M) splitting.
Gain = G = P −M.
Choose the attribute test condition that produces the highest gain.
To avoid too small classes: normalize G by the partition entropy.
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For a two-class problem:
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Classification based on decision trees
Advantages:

Low construction cost.

Very fast classification of unknown records.

Easy interpretation (if trees are small enough).

Robust to noise (especially when methods to avoid over-fitting are
used).

Can handle redundant or irrelevant attributes.

Disadvantages:

Exponentially large space of possible decision trees.

Greedy approaches are often unable to find the best tree.

Potential interactions between attributes are not taken into account.

Each decision boundary involves only a single attribute.
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Extensions

Other algorithms: CART, C4.5...

CART: tree expansion (binary tree) based on GINI criterion, then tree
pruning (minimizing the error on a validation set).
C4.5: uses the entropy criterion.

Fuzzy decision trees.

Links with Conditional Preference Nets.

...
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A sample arriving at the root node is tested with the corresponding node
test. This results in a membership degree to each of the two classes (class
A and class B, left half and right half of the root node respectively).
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Computation of cumulative degrees using the minimum t-norm (fuzzy
conjunction). Represented by the octagons.
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Class densities at leaves: from the sum of the cumulative degrees in a
given leaf of all samples belonging to a class.
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Obtaining a final decision: membership degree to class A is computed by
weighting the cumulative degrees in each leaf with the corresponding class
distribution for class A. The resulting values are then combined over the
full set of leaves using the max t-conorm (fuzzy disjunction).
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Complete decision tree:
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Example for a crisp sample:
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Example for a fuzzy sample:
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Example in mammography (PhD Gero Peters)
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